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AI Factories
Let's Define the AI Factories Together!

AI Factory - 



No easy way to start with using LLMs on-premise or with the private cloud!

SaaS offerings might not suit your needs or too expensive to in a long run!

When you are going beyond "my computer" - it requires a lot of 
components and solutions to make it right!

Every public cloud vendor has its own way of configuration.

The Problem
What is the Problem?



We brought the "AI as a Service" inference to your datacenter. 

Can run your custom Python code.

GPU passthrough and SR-IOV functionality for better performance!

A few-click deployment using the pre-built appliance to run your custom 
code and one of the certified LLMs from Hugging Face.

Aside from Ray - OpenNebula offers other advanced features of the private 
or hybrid cloud.

The Solution!
OpenNebula + Ray appliance



Service Ray
The Ready-to-Use Appliance



● By default, Ray appliance comes tiny (disk size is 8GB). Scale it up so it can 
fit the selected  LLM model.

● Supports the following Input Variables:
○ ONEAPP_RAY_API_PORT - Port to listen on
○ ONEAPP_RAY_MODEL_ID - The model name to download from HF
○ ONEAPP_RAY_MODEL_TEMPERATURE - Finetune the Temperature
○ ONEAPP_RAY_MODEL_TOKEN - HF API Key

● At least 8G of Memory is required for running the appliance.
● You can upload your own Python script to run inside the appliance using 

either URL or paste directly encoded in Base64.

Tips on Deployment
Input Variables, Sizing & Fine-Tuning



Simplify LLM Deployment 

An intuitive and simple platform for 
deploying and managing private clouds 

for LLMs.

Reduced Operational Costs

Cost-effective alternative to proprietary 
solutions like VMware, Nutanix or Red 

Hat or public cloud providers.

Native Support for GPUs

Out-of-the-box support for GPU 
virtualization, dynamic allocation and 

passthrough, ensuring optimal 
performance for AI and ML workloads.

Robust Multi-Tenancy

Users and Groups, Quotas and 
accounting, and VDC (virtual 

data-centers)

Unified Hybrid Cloud 

Extend on-prem with public cloud 
clusters with uniform provisioning 

interface and operational 
procedures.

Deploy Hugging Face LLMs

Integrate validated LLMs for GenAI 
directly from Hugging Face to run on 

your VMs.

Why OpenNebula for Enterprise AI?
Unlock the Power of AI at the Edge with 
OpenNebula NextGen



The following new features and improvements are currently being 
planned for the next release:

● Support for vLLMs
● OpenAI API
● Extended list of LLMs + recommended sizes

What's Next?
The Future of the Appliance
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